We continue our search for high quality embeddings of a finite metric spaces into tree metrics. Thus far we considered embedding of an input space into a metric defined over a tree graph, with relaxed guarantees on distortion (scaling distortion, prioritized distortion, Ramsey-type embeddings, etc.). In this lecture we discuss another approach of embedding: embedding into a distribution over tree metrics.

### 10.1 Probabilistic Embeddings

The notion of probabilistic embedding was formally defined and studied by Bartal in [2]

**Definition 10.1.** Let \((X,d_x)\) be any metric space, and let \(S\) be a collection of metric spaces. We say that \(X\) probabilistically embeds into \(S\) with distortion \(\alpha \geq 1\) if:

1. For all \((Y,d_y) \in S\) there is a non-contractive embedding \(f_Y : X \to Y\),
2. There exists a probability distribution \(D\) over embeddings \(\{f_Y | Y \in S\}\) such that for every \(u,v \in X\), \(E_{f_Y \sim D}[d_Y(f_Y(u), f_Y(v))] \leq \alpha \cdot d_X(u,v)\).

We remark that the first requirement is crucial for algorithmic applications (we will see that later on).

**Claim 10.1.** A weighted cycle on \(n\)-nodes is probabilistically embeddable into the line metric, with distortion \(2\).

For comparison, recall that any embedding of an \(n\)-point cycle into a tree metric must have (a worst case) distortion at least \(\Omega(n)\).

**Proof.** The algorithm randomly chooses an edge in the graph and removes it to obtain a line metric. Particularly, the algorithm removes an edge \(e \in C\) with probability \(\frac{w(e)}{w}\), where \(w\) denotes the total weight of the edges of \(C_n\). For every edge \(e\) let \(L_e\) denote the line metric obtained by removing the edge \(e\) from the cycle. Consider any nodes \(u,v \in C_n\). If the algorithm chooses an edge \(e\) on the lightest path between \(u\) and \(v\), then \(d_{L_e}(f_e(u), f_e(v)) \leq w\). Otherwise, \(d_{L_e}(f_e(u), f_e(v)) = d(u,v)\). Therefore,

\[
E[d(f_e(u), f_e(v))] \leq \frac{d(u,v)}{w} \cdot w + \left(1 - \frac{d(u,v)}{w}\right) \cdot d(u,v) = 2d(u,v) - (d(u,v))^2 \frac{1}{w} < 2 \cdot d(u,v).
\]
In the next few lectures we will prove that any metric space on \( n \) points can be embedded into a distribution of trees (ultrametrics) with expected distortion \( O(\log n) \). In [2] Bartal gave the first construction of probabilistic embedding into a distribution of ultrametrics, with distortion \( O(\log n \log \Phi) \), where \( \Phi \) is the aspect ratio of the input space. Later, in [3] he improved the result to \( O(\log n \log \log n) \) distortion. Finally, in [6] the authors provided construction with the optimal expected distortion \( O(\log n) \). (The lower bound of \( \Omega(\log n) \) was already shown in [2]). In [4] Bartal gave a construction with optimal \( O(\log n) \) distortion, using different ideas.

### 10.2 Probabilistic Embeddings into Trees

**Theorem 10.2.** Every metric space on \( n \) points can be probabilistically embedded into ultrametric with expected distortion of \( O(\log n) \).

**Remarks.** Since tree metrics are essentially \( \ell_1 \) metrics, and \( \ell_1 \) metric is additive, the above result implies an embedding of any finite metric space into \( \ell_1 \) with worst case distortion \( O(\log n) \).

In addition, the above probabilistic embedding can be derandomized [5]: there is an efficient algorithm that generates a distribution over \( n \log n \) trees, such that the expected distortion according to this distribution is \( O(\log n) \). There is also a line of work that investigates the possibility of probabilistic embedding of any finite graph metric into its spanning tree. The state of the art so far [1] is expected distortion \( O(\log n \log \log n) \), while the lower bound is known to be \( \Omega(\log n) \).

#### 10.2.1 Definitions

First we give all the necessary definitions.

**Definition 10.2 (\( \Delta \) bounded partition of \( X \)).** Let \( X \) be a finite metric space. A collection \( P \) of subsets \( S_1, S_2, \ldots S_t \subseteq X \), such that \( \forall 1 \leq i \neq j \leq t, \ S_i \cap S_j = \emptyset \) and \( \cup S_i = X \) is called a partition of \( X \). Each \( S_i \) is called a cluster of the partition.

The partition \( P \) is \( \Delta \)-bounded if \( \forall i, \text{diam}(S_i) \leq \Delta \). For \( x \in X \) let \( P(x) \) denote the cluster of the partition that contains the element \( x \).

**Definition 10.3 (Probabilistic \( \Delta \) bounded partition).** A \( \Delta \)-bounded probabilistic partition \( \mathcal{P} \) is a distribution over a set \( \{P_i\} \) of \( \Delta \)-bounded partitions.

**Padding parameter of a probabilistic partition.**

A \( \Delta \)-bounded probabilistic partition \( \mathcal{P} \) has padding parameter \( \gamma \geq 0 \), if \( \forall x \in X \), and \( \forall r > 0, \ Pr_{\mathcal{P}}[B(x, r) \not\subseteq P(x)] \leq \gamma \cdot \frac{r}{\Delta} \). In more general case, \( \gamma : X \rightarrow \mathbb{R}^+ \).

**Definition 10.4 (Bundle of probabilistic partitions).** Let \( X \) be an \( n \) point metric space and \( k > 1 \). Let \( \Delta_0 = \text{diam}(X) \), and \( \Delta_i = \Delta_0 k^{-i} \). A bundle of probabilistic partitions \( \mathcal{H} \) is a collection of probabilistic partitions \( \{P_i\} \) such that each \( P_i \) is a \( \Delta_i \)-bounded probabilistic partition with padding parameter \( \gamma_i \).

**Definition 10.5 (Special bundle).** A bundle \( \mathcal{H} \) is called a special bundle if every \( \gamma_i \) is a function, such that for all \( x \in X \) it satisfies one of the following:
1. \( \gamma_i(x) > 0 \) and \( \forall r > 0 \) it holds that \( \Pr_{p_i}[B(x, r) \not\subseteq P(x)] \leq \gamma_i(x) \frac{r}{\Delta_i} \) (standard requirement).

2. \( \gamma_i(x) = 0 \), and \( \forall 0 < r < \frac{\Delta_i}{16} \), \( \Pr_{p_i}[B(x, r) \not\subseteq P(x)] = 0 \) (i.e., the promise is only for the small radii).

**Definition 10.6** (Padding parameter of a bundle). The padding parameter of a (special) bundle \( \mathcal{H} \) is defined by \( \gamma(\mathcal{H}) = \max\{\max_{x \in X}\{\sum_i \gamma_i(x)\}, 1\} \)

### 10.2.2 The proof of Theorem 10.2

We will prove the following two theorems from which Theorem 10.2 follows.

**Theorem 10.3.** Let \( X \) be an \( n \) point metric space, and let \( \mathcal{H} \) be a special bundle of probabilistic partitions of \( X \), with any \( k \geq 2 \) and with padding parameter \( \gamma(\mathcal{H}) \). Then \( X \) admits a probabilistic embedding into \( k \)-HST trees, with expected distortion \( O(k \cdot \gamma(\mathcal{H})) \).

**Theorem 10.4.** Let \( X \) be any \( n \) point metric space. Then there exists a special bundle of probabilistic partitions \( \mathcal{H} \) with padding parameter \( \gamma(\mathcal{H}) = O(\log n) \).

We start with proving Theorem 10.3.

**Proof of Theorem 10.3.**

Assume w.l.o.g. that \( k \geq 16 \). We recursively construct the probabilistic embedding of \( X \) into \( k \)-HST as follows.

Let \( Z \subseteq X \) be a current subspace (at the beginning \( Z = X \)), and let \( i = \max\{i \geq 1 | \Delta_{i-1} \geq \text{diam}(Z)\} \). Therefore, \( \Delta_i \leq \text{diam}(Z) \leq \Delta_{i-1} = k\Delta_i \).

Consider \( P_i \) - the \( \Delta_i \)-bounded probabilistic partition of \( X \) from the given bundle of partitions. Pick a random \( \Delta_i \)-bounded partition \( P \) according to the distribution \( P_i \), and let \( C_1, C_2, \ldots, C_t \) be the clusters of the chosen partition, induced on \( Z \) (i.e. \( C_j \) is an intersection of \( Z \) with a \( j \)-th cluster in the partition \( P \)). For each \( C_j \) recursively construct a probabilistic embedding into \( k \)-HST. As a result we obtain \( k \)-HST trees \( T_1, \ldots, T_t \). Denote by \( w_1, \ldots, w_t \) the roots of these trees. Construct a \( k \)-HST tree for \( Z \) by defining a new root \( w \), and letting \( w_1, \ldots, w_t \) to be its children. Set the label of \( w \) to be \( \Delta(w) = k\Delta_i \). From the recursive construction it holds that \( \Delta(w_x) \leq \Delta_i \). Thus the result is indeed a \( k \)-HST.

Note that the embedding is non-contractive. If \( x, y \) are in different clusters of the partition (during some step of the recursion) then the distance between them can only grow since the label of the root is defined to be at least the diameter of the current subspace; and if \( x, y \) are in the same cluster then by induction’s assumption the distance between them does not decrease.

We have to show that for all \( x, y \in X \), \( E\left[\frac{d(x,y)}{d(x,y)}\right] = O(k\gamma(\mathcal{H})) \). We will show by induction that at every step \( i \geq 1 \) of the recursion, \( \forall x, y \in Z \), \( E\left[\frac{d_{P_i}(x,y)}{d(x,y)}\right] = O\left(k \cdot \left(\sum_{j \geq i} \gamma_j(x) + 1\right)\right) \), where \( T_i \) is the random tree obtained on the step \( i \) of the recursion. We say that the recursive algorithm performs step \( i \) of the recursion when it considers \( Z \subseteq X \), such that \( \Delta_i \leq \text{diam}(Z) \leq k\Delta_i \).

If so, consider the \( i \)-th (for \( i \geq 1 \), when \( i = 1 \) for \( Z = X \)) step of the recursion. Denote by \( Z \subseteq X \) the set being considered during the step \( i \), and assume by induction that for every cluster
(induced by probabilistic partition on $Z$) the above claim holds. Let $T_i$ denote the random tree the algorithm builds at the step $i$.

Let $x, y \in Z$ be any points and let $A_i(x, y)$ denote the event: $x, y$ are separated (for the first time) to be in different clusters during the $i$-th step of the algorithm. If $d(x, y) > \Delta_i/16$, then

$$\frac{d_{T_i}(x, y)}{d(x, y)} \leq \frac{\Delta_{i-1}}{d(x, y)} = \frac{k\Delta_i}{d(x, y)} \leq 16k,$$

with probability 1.

Otherwise, if $d(x, y) \leq \Delta_i/16$, then

$$E_{T_i}[d_{T_i}(x, y)] = Pr_{T_i}[x, y \text{ in cluster } C_i] \cdot E[d_{T_i}(x, y)] + Pr_{T_i}[A_i(x, y)]k\Delta_i \leq$$

$$\leq E_{T_i}[d_{T_i}(x, y)] + Pr_{T_i}[A_i(x, y)]k\Delta_i \leq \text{ind. ass.} \leq O\left(k \cdot \left(\sum_{i \geq \gamma_i+1} \gamma_i(x) + 1\right)\right)d(x, y) + Pr_{T_i}[A_i(x, y)]k\Delta_i.$$ 

Since $d(x, y) \leq \Delta_i/16$, by the definition of the padding parameter $\gamma_i$ it holds that:

$$Pr[A_i(x, y)] = Pr_{T_i}[B(x, d(x, y)) \not\subseteq P(x)] \leq \gamma_i(x) \cdot \frac{d(x, y)}{\Delta_i},$$

resulting in

$$E[d_{T_i}(x, y)] \leq O\left(k \left(\sum_{i \geq \gamma_i+1} \gamma_i(x) + 1\right)\right)d(x, y) + k\gamma_i(x)d(x, y) = O\left(k \left(\sum_{i \geq \gamma_i} \gamma_i(x) + 1\right)\right)d(x, y).$$

Now, for $i = 1$, and for any pair $x \neq y \in X$ it holds that $E[d_T(x, y)] = O(k\gamma(\mathcal{H}))d(x, y)$.

We continue by proving the following theorem:

**Theorem 10.5.** Let $X$ be an $n$ point metric space, and $\Delta > 0$. There exists a $\Delta$-bounded probabilistic partition of $X$ with padding parameter $\gamma = O(\log n)$.

Then, it follows that there exists a bundle $\mathcal{H}$ with $\gamma(\mathcal{H}) = O(\log n \log k \Phi)$ padding parameter (since we can partition $X$ until we get a trivial partition, i.e. each cluster contains one point of the space). Therefore, by Theorem [10.3] there is a probabilistic embedding of any finite metric space into $k$-$HST$s, with distortion $O(k \log n \log k \Phi)$.

After proving this result, we will focus on improving it to obtain the optimal $O(\log n)$ distortion.

**Proof.** Let $X_0 = X$. Pick an arbitrary $v_1 \in X_0$. Randomly choose a radius $r_1 \geq 0$, according to a distribution we will describe soon. Let $C_1 = B(v_1, r_1)$, and define the first cluster by $C_1 = C_1 \cap X$. Denote by $X_1 = X_0 \setminus C_1$ and pick an arbitrary $v_2 \in X_1$. Randomly and independently choose a radius $r_2$, according to the same distribution. Let $C_2 = B(v_2, r_2)$, and define the second cluster
by \( \hat{C}_2 = C_2 \cap X_1 \). Generally, continue this process to define \( C_i = B(v_i, r_i) \), and the cluster \( \hat{C}_i = C_i \cap X_{i-1} \), \( X_i = X_{i-1} \setminus \hat{C}_i \).

The radii \( r_i \) are chosen from the following distribution: divide \( [0, \infty) \) into the intervals of length \( \frac{\Delta}{4 \log n} \), the \( k \)-th interval \( I_k = [(k-1)\frac{\Delta}{4 \log n}, k\frac{\Delta}{4 \log n}] \). Pick the interval \( I_k \) with probability \( \frac{1}{2^k} \), and from the chosen interval, independently pick an \( r_i \) according to the uniform probability.

Note, that with high probability the above algorithm constructs a \( \Delta \)-bounded partition: If some \( r_i > \frac{\Delta}{2} \), then it was chosen from \( I_k \), with \( k > 2 \log n \). The probability to choose such \( I_k \) is bounded by \( \sum_{j>2\log n} \frac{1}{2^j} \leq \frac{1}{2} \). Since there might be at most \( n \) clusters in a partition, it holds that \( \Pr[\exists \text{ an unbounded cluster}] = \frac{n}{n^2} = \frac{1}{n} \).

Note that we could slightly change the distribution of \( r_i \): pick the interval \( I_{k>2\log n} \) with probability 0, and the interval \( I_{k=2\log n} \) with appropriate probability \((2/n^2)\). This process would create \( \Delta \)-bounded partition with probability 1. We will use this observation later (in the refined partitions we will see in the next class).

It remains to show that the padding parameter is \( O(\log n) \). We will show that:

\[
\forall x \in X, r > 0, \Pr_D[B(x, r) \not\subseteq P(x)] \leq 24 \cdot \log n \frac{r}{\Delta}.
\]

In other words, we wish to prove that our probabilistic partition satisfies the following:

\[
\forall x \in X, \forall 0 < \delta \leq 1, \text{ for } \eta^\delta := \frac{\delta}{24 \log n}, \Pr_D[B(x, \eta^\delta \Delta) \not\subseteq P(x)] \leq \delta.
\]

If we manage to prove this, then given any \( r > 0 \) choose \( \delta = 24 \frac{r}{\Delta} \log n \) and get the required. Note that it is enough to consider \( \delta < 1 \) as otherwise the inequity trivially holds.

Let \( x \in X, 0 < \delta < 1 \), let us denote \( \hat{r} = \eta^\delta \Delta \). Next, we classify the balls \( C_i \) as follows. Starting from the first ball \( C_1 = B(v_1, r_1) \), we say that

- \( C_1 \) is a bad for \( B(x, \hat{r}) \), if \( B(x, \hat{r}) \cap B(v_1, r_1) \neq \emptyset \), and \( B(x, \hat{r}) \cap B(v_1, r_1) \neq B(x, \hat{r}) \).

This event occurs iff \( r_1 \in [d(x, v_j) - \hat{r}, d(x, v_1) + \hat{r}] \).

- \( C_1 \) is a good for \( B(x, \hat{r}) \), if \( B(x, \hat{r}) \subseteq B(v_1, r_1) \). This event occurs iff \( r_1 \geq d(x, v_j) + \hat{r} \).

- \( C_1 \) is a neutral for \( B(x, \hat{r}) \), if \( B(x, \hat{r}) \cap B(v_1, r_1) = \emptyset \). This event occurs iff \( r_1 < d(x, v_j) - \hat{r} \).

The next ball \( C_i \) is being classified according to the same rule, given that all the previous balls \( C_1, \ldots, C_{i-1} \) have been classified as neutral.

The proof of the Theorem 10.5 will follow from the following lemma.

**Lemma 10.6.** For all \( x \in X, 0 < \delta < 1 \), for all \( j \geq 1 \) it holds that

\[
\Pr[C_j \text{ is bad for } B(x, \hat{r}) | C_1, \ldots C_{j-1} \text{ neutral}] \leq \delta \Pr[C_j \text{ is good for } B(x, \hat{r}) | C_1, \ldots C_{j-1} \text{ neutral}].
\]

Assume this lemma is correct, then:

\[
\Pr[B(x, \hat{r}) \not\subseteq P(x)] = \Pr[\exists \text{ a bad } C_j] = \Pr[C_1 \text{ is bad}] + \Pr[C_2 \text{ is bad } | C_1 \text{ is neutral}] \cdot \Pr[C_1 \text{ is neutral}] +
\]

\[
+ \Pr[C_3 \text{ is bad } | C_1, C_2 \text{ are neutral}] \cdot \Pr[C_1, C_2 \text{ are neutral}] + \ldots +
\]

\[
+ \Pr[C_t \text{ is bad } | C_1, C_2, \ldots C_{t-1} \text{ are neutral}] \cdot \Pr[C_1, C_2, \ldots C_{t-1} \text{ are neutral}] \leq \text{by lemma}
\]
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\[ \leq \delta (\Pr[C_1 \text{ is good}] + \Pr[C_2 \text{ is good} | C_1 \text{ is neutral}] \cdot \Pr[C_1 \text{ is neutral}] + \\
+ \Pr[C_3 \text{ is good} | C_1, C_2 \text{ are neutral}] \Pr[C_1, C_2 \text{ are neutral}] + \ldots \\
+ \Pr[C_t \text{ is good} | C_1, C_2, \ldots, C_{t-1} \text{ are neutral}] \Pr[C_1, C_2, \ldots, C_{t-1} \text{ are neutral}]) \leq \\
\leq \delta \cdot \Pr[\exists \text{ a good } C_j] \leq \delta. \]

**Proof of Lemma 10.6.** First, we have
\[ \Pr[C_j \text{ is bad} | C_1, \ldots, C_{j-1} \text{ neutral}] \leq \Pr[r_j \in (d(x, v_j) - \tilde{r}, d(x, v_j) + \tilde{r}) | C_1, \ldots, C_{j-1} \text{ neutral}]. \]
Recall that we consider \( \delta < 1 \), meaning \( \tilde{r} = \eta^d \Delta < \frac{\Delta}{24 \log n} \). Hence \( r_j \) can be in at most two intervals \( I_{l-1}, I_l \), for some \( l \), where we assume that \( d(x, v_j) \in I_l \). Therefore,
\[ \Pr[r_j \in (d(x, v_j) - \tilde{r}, d(x, v_j) + \tilde{r}) | C_1, \ldots, C_{j-1} \text{ neutral}] \leq (2^{-(l-1)} + 2^{-l}) \frac{2\eta^d \Delta}{4 \log n} = \frac{\delta}{2^l}. \]

On the other hand,
\[ \Pr[C_j \text{ is good} | C_1, \ldots, C_{j-1} \text{ neutral}] = \Pr[r_j \geq d(x, v_j) + \tilde{r} | C_1, \ldots, C_{j-1} \text{ neutral}] \geq \sum_{m > l} 2^{-m} = \frac{1}{2^l}. \]

This completes the proof of the theorem.

**References**


